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摘    要    为了给数控机床故障的精准诊断提供保障，延长数控机床使用周期，以数控机床历史维修记录为研究对象，对数控

机床设备故障领域的命名实体识别进行了研究.  在分析历史维修记录中的故障描述特点后，提出了一种基于双向长短期记

忆网络（Bidirectional long short-term memory, BLSTM）与具有回路的条件随机场（Conditional random field with loop, L-CRF）相

结合的命名实体识别方法.  首先，对输入语句进行分词和标注，使用 Word2vec中的 Skip-gram模型对标注语料进行预训练，

将其生成的字向量通过词嵌入层转化为字向量序列；然后，将字向量序列输入 BLSTM学习长期依赖信息；最后将句子表达

输入 L-CRF获取全局最优序列.  实验结果表明，该方法明显优于其他命名实体识别方法，为数控机床设备的智能检修与实时

诊断任务打下了坚实的基础.

关键词    数控机床；设备故障；双向长短期记忆网络；具有回路的条件随机场；命名实体识别
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ABSTRACT    With the advent of intelligent manufacturing and big data, the Made in China 2025 Initiative and Industry 4.0 have been

paying increasing attention to automation and intelligent  industrial  equipment.  In the background of the present  times,  the complexity

and intelligence of computer numerical control (CNC) machine tools have been continuously improved, and the types and descriptions of

CNC  machine  tools ’  faults  have  increased,  presenting  serious  challenges  to  equipment  maintenance  and  diagnosis  of  CNC  machine

tools. In order to provide guarantee for accurate fault diagnosis of CNC machine tools, and to prolong the service life of CNC machine

tools, it is necessary to improve the performance of named entity recognition system. Accordingly, the named entity recognition in the

equipment and faults field of CNC machine tools were studied, taking the historical examinations and repair records of CNC machine

tools as the research object.  After  analyzing the characteristics of  fault  description in the historical  examinations and repair  records,  a

named  entity  recognition  method  was  proposed  based  on  the  combination  of  bidirectional  long  short-term  memory  (BLSTM)  and

conditional  random  field  with  loop  (L-CRF).  The  first  step  is  to  input  a  sentence  and  segment  and  label  the  input  sentence.  The

annotation corpus is combined with the pre-trained generated word vector by using Skip-gram model in Word2vec, and the word vector

is converted into a word vector sequence through the word embedding layer. In the second step, the word vector sequence is integrated

into the BLSTM layer to learn long term dependency information. The final step is to input the sentence expression into the L-CRF layer 
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to  obtain  the  global  optimal  sequence.  The  experimental  results  show  that  the  method  is  superior  to  other  named  entity  recognition

methods, which lays a solid foundation for the intelligent maintenance and the real-time diagnostic tasks of CNC machine tools.

KEY  WORDS    computer  numerical  control  machine  tools； equipment  failure； bidirectional  long  short-term  memory； conditional

random field with loop；named entity recognition

随着智能制造的快速发展和云计算 [1−2] 时代

的到来，“互联网+工业”成为了学者研究的重点，

工业设备智能化对数控机床设备的检修与诊断提

出了严峻挑战.  数控机床设备智能检修与实时诊

断是保障数控机床设备安全、稳定、经济运行的

重要手段，是实现数控机床智能制造的关键.  数控

机床设备智能检修与实时诊断是通过整合海量、

多源、异构的设备检修大数据，利用自然语言处

理、语义匹配、知识图谱构建等技术对工业设备

故障现象进行全面诊断，实现设备检修、诊断的智

能化管理；数控机床设备故障命名实体的识别作

为图谱识别、自然语言处理、语义匹配等复杂任

务的基础工作，对数控机床设备智能检修与实时

诊断起着至关重要的作用.  为了提高命名实体识

别系统的性能，为数控机床故障精准诊断提供保

障，延长数控机床的使用周期，本文对数控机床设

备故障领域的命名实体识别方法展开了研究，通

过提高命名实体识别效果为后续数控机床智能检

修和故障诊断工作打下了坚实的基础，进而防止

意外故障带来的毁灭性事故和经济损失.
浅层机器学习和深度学习 [3] 是通用领域的两

种常用方法.  浅层机器学习方法包括隐马尔可夫

模型 [4]、最大熵模型 [5] 和条件随机场 [6]（Conditional
random fields, CRF）等 .  俞鸿魁等 [7] 在双层隐马尔

可夫模型上进行实体识别，将不同的命名实体的

识别结果融合到同一个理论模型中，提高了 F值；

何炎祥等 [8] 提出 CRF+特定规则模型，提高了召回

率，改善了对实体识别的效果；王路路等 [9] 针对维

吾尔命名实体提出了半监督学习方法，减少了对

人工特征提取的依赖.
近年来，命名实体的研究热点已从传统的机

器学习方法转移到深度学习方法.  与传统的机器

学习方法相比，深度学习速度更快、泛化性更强，

并且可以让计算机自主学习得到模式特征，将其

融入实验模型从而减少对人工特征的依赖，因此

使用深度学习进行命名实体识别的识别性能更

好.  Hochreiter与Schmidhuber[10] 提出了一种通过门限

机制对历史信息进行过滤的 LSTM，解决了循环网

络中的梯度消失问题，但是 LSTM只能获取下文信

息而无法获取上文信息 .   Graves与 Schmidhuber[11]

构建了 BLSTM模块，可以在输入的方向获得长时

的上下文信息 .   杨红梅等 [12] 提出了 BLSTM-CRF
命名实体识别模型，使标签结果更为合理.   Lin等[13]

提出了多通道 BILSTM-CRF模型在社交媒体中的

新兴命名实体识别方法.  Bharadwaj等[14] 在BILSTM-
CRF模型上加入了音韵特征和 attention机制，对有

效的字符关注度更高；Li等 [15] 针对包装专业领域

语料匮乏的特点，提出了一个多层神经网络模型

进行包装领域的命名实体识别，该模型可以自动

学习分布式单词特征和部分语音特征，实现

NER包装产品技术；易士翔等 [16] 针对公共安全事

件的触发词识别任务提出 BLSTM与前向神经网

络相结合的模型，在突发事件语料库上取得了较

好的识别效果.
尽管通用领域深度学习的命名实体识别方法

取得了较好的成果，但在数控机床领域中依然存

在不足.  陈秋瑗等 [17] 提出了一种基于紧密度的命

名实体识别，使用逻辑回归方法来计算相邻字串

之间的紧密程度，提高了机械领域新词的准确率 .
在数控机床领域，学者对数控机床设备故障实体

识别的研究较少，现有的研究主要针对数控机床

特定部件存在的故障 [18−19]；数控机床的历史维修

记录是由工作人员撰写的描述数控机床异常的信

息，该记录包括设备名称、故障描述、故障原因以

及处理过程，这些都是数控机床的重要数据，自动

抽取这些信息能够更加高效、精准的收集案例支

持智能检修问答系统，而历史维修记录的重复利

用主要受数据结构化程度的影响，因而对数据进

行命名实体识别至关重要.
目前数控机床故障领域的实体识别存在以下

几个难点 [20]：第一，没有基于数控机床领域的语料

库；第二，没有数控机床故障领域的命名实体标注

语料；第三，数控机床故障描述过于口语化，同一

故障存在多种不同的描述.  针对以上难点本文提

出了一种基于双向长短期记忆网络与具有回路的

条件随机场相结合的命名实体识别方法 BLSTM-
L-CRF，首先使用 Word2vec[21] 对数据集进行预训

练获取字向量，字向量通过词嵌入层得到字向量
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序列，然后将字向量序列输入 BLSTM层，经过

BLSTM层处理捕获每个字对应的每个标签的分

数，最后将得到的标签分数输入 L-CRF层，并通

过 L-CRF层获得全局最优序列 .   与 BLSTM-CRF
相比，采用具有回路的 CRF，约束性更好、识别效

果更佳.

1    命名实体识别模型

1.1    BLSTM模块

长 短 时 记 忆 网 络 （ Long-short  term  memory,
LSTM）是一种改进后的循环网络.  与传统循环网

络相比，LSTM多了一个用来储存长距离信息的单

元状态，解决了梯度过长而产生的梯度弥散问题；

LSTM重复模块构造不同，包含了四个交互层并以

一种十分特别的形式进行交互；LSTM中特殊设计

的门结构使得模型能够决定丢弃信息、确定更新

细胞、更新细胞状态.   LSTM的单元结构中内部参

数可表达为：

it=σ(Wi · ht−1+Wi · xt+bi)
ft= σ(Wf · ht−1+Wf · xt+bf)
ot= σ(Wo · ht−1+Wo · xt+bo)
Ct= ft∗Ct−1+it∗tanh(Wc · ht−1+Wc · xt+bc)
ht=ot∗tanh(Ct)

（1）

sigmoid tan h
σ sigmoid

it ft ot

t Ct

t W Wi

Wf Wo

Wc xt

b bi bf bo bc

xt t ht ht−1 t

t−1

sigmoid

tan h

LSTM有四个输入和一个输出，输入处都经过

激活函数， 和 是 LSTM的两个激励函

数，激活函数 使用的是 函数，值在 0到

1之间，用以模拟门打开、关闭的效果.   、 、 分

别表示 时刻输入门、忘记门、输出门的输出， 表

示 时刻状态向量； 为连接两层的权重矩阵， 、

、 分别表示输入门、忘记门、输出门的权重

矩阵， 表示细胞状态下对于输入 的权重矩阵；

为偏置向量， 、 、 、 分别表示隐藏层的输

入门、忘记门、输出门及细胞状态的偏置向量；

为 时刻输入层的输入向量， 、 分别为 时

刻、 时刻的输出，其最终结果是一个高维实向

量 .   LSTM的实验包括三步，首先，通过忘记门决

定丢弃信息；然后，通过输入门确定更新的信息；

最后，采用 函数得到细胞状态的输出，将输

出结果与 相乘最终确定输出的信息.
LSTM仅获取了文本的过去的信息，但对数控

机床设备故障命名实体识别任务而言，设备故障

描述的前后几个词对预测结果都有很大的影响，

获取上下文信息对数控机床设备故障的命名实体

识别任务有很大的帮助.  为了获取上下文信息，本

文采用了双向 LSTM（BLSTM）结构，BLSTM由前

向的 LSTM与后向的 LSTM拼接而成.   BLSTM对

每个句子分别采用正向和反向计算，运用向量拼

接将得到的两种结果进行向量拼接从而获得最后

的隐层表示.   BLSTM结构如图 1所示.

1.2    L-CRF模块

条件随机场是 Lafferty等 [22] 提出的一种新的

概率图模型，该模型能从训练集数据中学习约束，

从而获得了全局最优序列，同时解决了最大熵模

型中存在的标注偏置问题.
线性链结构的 CRF是最常见的 CRF，它根据

不同应用模式下 CRF中的变量关系描绘出不同的

图形 .  例如，可以选择树状条件随机场 [23] 描绘具

有阶层关系的变量.  针对数控机床历史维修记录

中同一故障存在多种描述的特点，本文采用 L-
CRF[24] 架构来获取最优序列，与传统的 CRF相比，

L-CRF能够获取过去及未来时间点的信息，使得

到的序列准确率更高，L-CRF架构如图 2所示.

该架构图中，输入值与输出值过去与未来的

时间点包含在相互影响的关系中，因而形成具体

回路的图形架构.  为了能按照标准方法来推导模

型，按照构建联合树的步骤来检视图形，根据图 2
建构了一个联合树，通过对各时间点的联合树进

行组合得到与 L-CRF架构对应的联合树，如图 3
所示，图中圆节点代表团结点而方形节点代表分

割结点.
将图形模型所代表的联合概率分布拆解成：

PA(Y,H) =
∏

c∈C µc(hc)∏
y∈Y [µy(hy)]d(y)−1 =∏N−1

t=1
µ(ht, yt, yt+1)µ(ht+1, yt, yt+1)
µ(yt, yt+1)µ(ht+1, yt+1)

（2）

H Y定义 为输入序列， 为一个联合树所有接口的
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图 1    BLSTM模型结构

Fig.1    BLSTM model structure
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图 2    L-CRF架构图

Fig.2    L-CRF architecture diagram
 

· 478 · 工程科学学报，第 42 卷，第 4 期



N

µ (ht, yt, yt+1) µ (ht+1, yt, yt+1) µ (yt, yt+1)

µ (ht+1, yt+1)

集合， 为序列的长度；d(y)为与接口相邻的子图个

数.  并且将 、 、 和

分别定义为：

µ (ht, yt, yt+1)=exp(αT
1 ·g(ht, yt)+βT

1 ·g(ht, yt+1)+

γT
1 · f (yt, yt+1))µ (ht+1, yt, yt+1)=exp(αT

2 ·g(ht+1, yt)+

βT
2 ·g(ht+1, yt+1)+γT

2 · f (yt, yt+1))µ (yt, yt+1)=

exp(γT
3 · f (yt, yt+1)), µ (ht+1, yt+1)=exp(αT

3 ·g(ht+1, yt+1))

αT
k = (αk1,αk2,αk3, · · · ,αkd) βT

k = (βk1,βk2,βk3, · · · ,
βkd) γT

k = (γk1,γk2,γk3, · · · ,γkd) α β

γ

令 ，

， ，其中， 、 为观察向量，

为特征函数，将式（2）根据时间索引整理为：

PA(Y,H) =
∏N−1

t=1
ψ(ht,ht+1, yt, yt+1) （3）

当计算正规化项 Z时，可用以下的方法计算

边界分布 P(H)：

P(H) =
∑

y
P(H,Y) =

∑
y

∏N−1

t=1
ψ(ht,ht+1, yt, yt+1)

（4）

PA(Y|H, θ) = 1
P(H)∏N−1

t=1
ψ(ht,ht+1, yt, yt+1)

a
α β b γ

定义条件式对数相似度概率为

，将上面所定义的相关项带

入式中，对式子整合后使用观察向量 取代原来的

和 ，特征函数 取代原来 ，将式子改写成：

P(Y|H,θ) = 1
P(H)

∏N−1

t=1
exp(aT · f (y, y

′
)+

A∑
i=1

bT
i ·gi(h, y)) =

1
P(H)

exp
( B∑

k=1

λT
k ·Fk(H,Y)

) （5）

θ =
{
λT

1 ,λ
T
2 , · · · ,λT

B

}
aT = (a1, a2, · · · , ad) bT

i = (bi1,

bi2, · · · , bid) λT
k = (λk1,λk2, · · · ,λkd)

λk

Fk A

B

其中 、 、

、 为所求模型参数，c 表

示实体类别数， 表示特征函数对应的权值向量，

表示特征函数， 表示输入与输出向量间不同实

体中具有关联性的个数， 表示 L-CRF中赋予定义

的特征函数的总数.
1.3    BLSTM-L-CRF模型

数控机床故障描述存在不同的表达方式，例

如：发动机中的螺丝滑牙、发动机中的螺钉滑牙、

发动机中的螺钉滑丝和发动机中的螺丝滑牙都是

指同一故障，在命名实体识别中易产生歧义，为了

解决上述挑战，本文使用 BLSTM-L-CRF模型进行

命名实体识别.  在实验中，将实体分为设备和实体

两类，用“Dev”表示设备，“Fau”表示故障.  首先根

据 BIO标注法对实体的定义进行标记，即“B-Dev”

表示设备实体首字，“I-Dev”表示设备实体非首字

部分，“B-Fau”表示故障实体首字，“I-Fau”表示故

障实体非首字部分，“O”表示非实体部分，因此定

义标签集合为（B-Fau、 I-Fau、B-Dev、 I-Dev、O） .
然后使用 jieba分词对输入语句进行分词，分词后

进行序列标注，以“发动机中螺钉滑牙”为例进行

序列标注，其中发动机、螺钉是设备，滑牙是故障

现象，标注后结果如表 1所示.

X t
−→
ht

←−
ht ht = [

−→
ht,
←−
ht]

获得标注语料后使用 Word2vec进行预训练获

取字向量，在词嵌入层将其结果转化为字向量序

列 ，作为 BLSTM层的输入 .   时刻序列正向输入

BLSTM中得到的隐层输出为 ，逆向输入得到的

隐层输出为 ，将两者拼接得到的 包含

上下文字向量.
ht

y = (y0, y1, y2, · · · , yn)

通过 BLSTM输出的上下文特征信息 ，得

到有效的输出序列 ，仅仅通过

这样的方法进行分类还存在不足之处，序列标注

问题一般具有较强的依赖关系，每个字的标签序

列存在一定的局限性，例如：标签“B-Dev”作为设

备实体的首字部分，后面接的应该是“I-Dev”，而
不应该“ I-Fau” .   只有 BLSTM层是不够的，针对

此问题，本文在 BLSTM层加上处理标注序列的

L-CRF.
由于输入值与输出值之间存在过去与未来的

时间点，从而相互影响，为此提出了具有回路的条

件随机场（L-CRF），L-CRF序列用来研究句子级别

的序列特征，将 BLSTM层的输出结果输入 L-
CRF层，L-CRF层对其结果添加约束，从所有可能

的标签序列空间中选出最佳序列路径，获得全局

最优序列.  本文的 BLSTM-L-CRF模型架构如图 4
所示.

BLSTM-L-CRF算法流程如下：

1:　epoch ← 1
2:　while epoch < num_epoch do
3:　　t ← 1
4:　　shuffle train and dev data

 

表 1    句子序列标注方法

Table 1    Sentence sequence labeling method

Sentence Labeling Sentence Labeling Sentence Labeling

发 B-Dev 的 O 牙 I-Fau

动 I-Dev 螺 B-Dev

机 I-Dev 钉 I-Dev

中 O 滑 B-Fau
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图 3    L-CRF架构所形成的联合树

Fig.3    Joint tree formed by L-CRF architecture
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5:　　while t < iteration do
6:　　　　get a batch of train and dev data
7:　　　　function forward
8:　　　　　　forward pass of BLSTM-layer
9:　　　　　　forward pass of L-CRF-layer
10:　　　　end function
11:　　　　function backward
12:　　　　　　backward pass of BLSTM-layer
13:　　　　　　backward pass of L-CRF-layer
14:　　　　end function
15:　　end while
16:　end while

2    实验设计与结果分析

2.1    实验数据集

为了对 BLSTM-L-CRF模型进行有效的评估，

本文以某工厂获取历年的数控机床历史故障维修

记录作为数据集，对数据进行了清洗和整理，共获

得 17485条设备故障数据.  数据集按照 6∶2∶2的

比例进行划分，即训练集 10491条，验证集 3497条，

测试集 3497条.
2.2    实验参数设置

Word2vec是指将语言单词嵌入到向量空间从

而得到词向量，即该实验中的标注语料通过训练

模 型 转 换 为 向 量 形 式 .   Skip-gram和 CBOW是

Word2vec的两种常用模型，文献 [25]对两种模型

进行对比实验得出以下结论：当实验训练语料较

少时，Skip-gram模型效果更好，当语料较多时则选

用 CBOW模型效果更好 .   本文采用 Skip-gram模

型结合数控机床历史维修数据集预训练字向量，

通过对比实验获得最优参数，如表 2所示.
为了确定 BLSTM-L-CRF模型的参数，通过更

改源代码中的迭代次数进行对比实验发现，迭代

次数为 100时识别效果最好 .   通过采用不同的

Dropout的值对模型进行了交叉验证，结果表明

Dropout 值为 0.68时达到最好的识别效果.   BLSTM-
L-CRF模型参数如表 3所示.
2.3    评价标准及结果分析

本文采用信息检索通用的评价方法作为评价

标准，即准确率（Precision）、召回率（Recall）和 F-测
度值（F-measure，指精确度和召回率的调和平均，

简称 F）.  定义如下：

P =
n
M
×100%

R =
n
N
×100%

F =
2PR
P+R

×100%

（6）

其中，n 为正确识别的实体个数，M 为识别出的实

体总数，N 为标准结果中的实体个数 .   根据准确

率、召回率和 F值三个指标对模型的性能进行全

面的评价.
对人民日报 1998年 1月份的新闻标注语料、

MARA语料和玻森 NLP语料分别进行实验，分析

了该方法的可行性，不同数据集的识别效果如表 4
所示.

从实验结果可知，该模型在不同数据集上是

可行的，具有有效性.
使用不同模型在数控机床设备故障数据上进

行对比实验，不同模型下数控机床设备故障命名

实体识别的识别效果如表 5所示.
对比 L-CRF模型与其他模型的实验结果发

现，L-CRF模型的准确率高，但是单一的 L-CRF模

型的召回率和 F值都比较低；通过对比 BLSTM-L-
CRF模型与其他模型的实验结果，发现该模型的
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准确率、召回率和 F值都是最优的.  在数控机床故

障诊断领域，故障历史维修记录中的故障描述语

言的上下文之间关联密切，BLSTM能够获取上下

文语义信息，L-CRF包含过去和未来时间点的信

息，对一个序列而不是某个时刻的输出进行了优

化，使得标签结果顺序更合理，都适用于数控机床

领域，由实验结果可知两种模型组合是本实验的

最佳模型.

3    结论

（1）通过对 CRF进行改进，提出 L-CRF，对上

下文之间的关联进行更精准地推断，通过对比实

验发现，L-CRF得到的序列更合理，命名实体识别

效果更好.
（2）通过使用 BLSTM-L-CRF模型对不同语料

进行实验，发现该模型在不同数据集上都是可行

的；使用不同模型对数控机床数据集进行命名实

体识别工作，发现文章所提出的 BLSTM-L-CRF模

型识别性能最好 .  为了防止过拟合，在模型中加

入 dropout，通过调整 dropout值对实验模型进行对

比实验，发现 dropout为 0.68时，防止过拟合的效

果最好.
（3）提出采用 BLSTM-L-CRF模型来提高命名

实体识别的准确率，在 BLSTM层获取当前词语的

上下文信息，在 L-CRF层对输入信息进行解码，利

用过去和未来时间点的信息获取最优标注序列，

该模型在数控机床设备及故障的命名实体识别上

取得了较好的结果.  后续将进一步完善语料库，并

对数控机床设备及故障进行实体关系抽取.
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