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ABSTRACT With the advent of intelligent manufacturing and big data, the Made in China 2025 Initiative and Industry 4.0 have been
paying increasing attention to automation and intelligent industrial equipment. In the background of the present times, the complexity
and intelligence of computer numerical control (CNC) machine tools have been continuously improved, and the types and descriptions of
CNC machine tools’ faults have increased, presenting serious challenges to equipment maintenance and diagnosis of CNC machine
tools. In order to provide guarantee for accurate fault diagnosis of CNC machine tools, and to prolong the service life of CNC machine
tools, it is necessary to improve the performance of named entity recognition system. Accordingly, the named entity recognition in the
equipment and faults field of CNC machine tools were studied, taking the historical examinations and repair records of CNC machine
tools as the research object. After analyzing the characteristics of fault description in the historical examinations and repair records, a
named entity recognition method was proposed based on the combination of bidirectional long short-term memory (BLSTM) and
conditional random field with loop (L-CRF). The first step is to input a sentence and segment and label the input sentence. The
annotation corpus is combined with the pre-trained generated word vector by using Skip-gram model in Word2vec, and the word vector
is converted into a word vector sequence through the word embedding layer. In the second step, the word vector sequence is integrated

into the BLSTM layer to learn long term dependency information. The final step is to input the sentence expression into the L-CRF layer
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to obtain the global optimal sequence. The experimental results show that the method is superior to other named entity recognition

methods, which lays a solid foundation for the intelligent maintenance and the real-time diagnostic tasks of CNC machine tools.

KEY WORDS computer numerical control machine tools; equipment failure; bidirectional long short-term memory; conditional

random field with loop; named entity recognition
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Fig.3 Joint tree formed by L-CRF architecture
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Table 1 Sentence sequence labeling method
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2:  while epoch < num_epoch do
3: t—1
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shuffle train and dev data
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5 while t < iteration do
6 get a batch of train and dev data
7: function forward
8 forward pass of BLSTM-layer
9 forward pass of L-CRF-layer
10: end function
11: function backward
12: backward pass of BLSTM-layer
13: backward pass of L-CRF-layer
14: end function

15: end while
16: end while

2 KWRITEERSH

2.1 ZBHIEE

i T X%} BLSTM-L-CRF £ 5 i 17 35010 ¥FAf
AR SCVAKRE T AR AF B B LR D7 S W e 4 4
TESRAE N EAR L , YR R AT T T vE AU L, LR
5 17485 25 A iRl . BURERIB 6 2: 211
Fe A5 %043, BRYIZR4E 10491 2%, B UE4E 3497 4%,
M5 3497 4.
22 EWBSHIEE

Word2vec J2: 48 K 18 5 B ial fix A 2] [a] 1 25 [6) A
A5 2 30] ) 45t B2 52 56 v 4 b 1 1 Rk A )1 2k
155 AY 5 3 Sk m) 5 JE . Skip-gram il CBOW J&
Word2vec 1) W R i FHASE RS, SCHK [25] X 1 Ff s 71
PEAT R SIS DL R 4518 24 S22 R
/L }, Skip-gram BERIRUR LT, Y iE A 2 i U
H CBOW 45 U & B 4. A SR ) Skip-gram #5
Y25 B B LR D7 S 48 48 50 9 4 )11 25 1) i
T % E S AR AR T R S, Wk 2 TR,

9 T Wi % BLSTM-L-CRF #5528, i 1o o

HCURACAD Hh 9 2% AR B AT X B S R B, AR
UECH 100 B TR 51 8008 B . 38 2k R FH A W) Y
Dropout 9 {H X A5 B $E 47 1 38 G HIE, 45 R %W
Dropout {E 4 0.68 Hf ik B 4F R B, BLSTM-
L-CRF #AI S35 3 fn.
2.3 TFMIRERERSN

AR A B 2R 38 AN 7 A A
Frife, BIVERG 2R (Precision) . 43 [A]3% (Recall) Fil F-jil
J {H (F-measure, $5 K ) & 1 43 [8] 32 4 38 F1°F- 1,
fAIFRF). & XUWF:

P= % x 100%

n

R:leoo% (6)

2PR
F=—x100%
P+R

o, n Ry TE RN 09 SEARAS B MR R Y S
T SVE, N R A o 45 R v i SRS . AR I
B PR F A = A8 bR B R A M B E AT 4
T AR PR

RS H 4R 1998 4F 1 A 403 5455 1 A5 1 18 k)
MARA &Rl AL R NLP 15843 51 98 17 5256, 43 #r
TZIT BB RIATYE, A R R s AR 0 UM RCR an 3k 4
Ji7s.

A S 55 45 SR AT A R A A R B 4 R
AT, B AR

et FHAS [ A5 AR 7 5458 L DR 18 5 e e A 1 3k
FTXF Fe 5206, AN RSS20 T B4 AL R 152 45 ik i i 44
SEARR A BRI R a3k 5 .

XF Lt L-CRF 158 1 55 5 th 45 A9 1) 52 95 25 SR &
B, L-CRF A5 AY ) i o 32 5, {HJ2 B — (1) L-CRF %
AU 43 1] Z2H0F (AR H B 34 %) e BLSTM-L-
CRF #5574 55 HC At A5 R0 1) 52 3 45 R, e BZ A AL 1Y

B-Dev | | I-Dev [-Dev 0 O B-Dev | | I-Dev B-Fau I-Fau Output
S, SN, SN, SN SO, SO S, U N
L-CRF > L-CRF
A \ A A A A A layer
LST™M Z LST™M 2 LST™M 2 LST™M 2 LST™M 2 LST™M 2 LST™M 2 LST™M Z LST™M }BLSTM
Word
embedd
-ing
Y3 3 ol H Y 152 I e *

&l 4 BLSTM-L-CRF #5i%
Fig4 BLSTM-L-CRF model



O TR HLIR B A e s i 44 S AR 1)

- 481 -

222 Word2vec i Skip-gram RIS H

Table 2 Parameter list of Skip-gram model in Word2vec

Parameter Value
Window size 10
Vector dimension 200
Minimum term frequency 5
Iterations 100

#3 BLSTM-L-CRF EifIZ¥3:

Table 3 BLSTM-L-CRF model parameter table

Network layer Parameter Value
Learning rate 0.002
BatchSize 20
BLSTM
Iterations 100
Dropout 0.68

# 4  ANEEHRELE BLSTM-L-CRF A7 iR )45 5

Table 4 Experiment result of BLSTM-L-CRF models in different
data set

Date set Precision/% Recall/% F-measure/%
People's daily corpus(1998) 83.07 83.40 83.23
MSRA corpus 82.23 80.35 81.28
Boson NLP corpus 79.45 80.18 79.81
CNC machine dataset 86.16 83.40 84.76
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Table 5 Comparison of performance of BLSTM-L-CRF and other
models

Model Precision/% Recall/% F-measure/%
CRF 85.45 69.87 76.88
L-CRF 85.92 72.54 79.16
LSTM 78.90 77.84 78.37
BLSTM 80.71 79.00 79.85
CNN-LSTM 83.62 80.07 81.81
BLSTM-CRF 81.54 80.41 80.97
BLSTM-L-CRF 86.16 83.40 84.76
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SO A B L-CRF 4385 i1 35 B o B I 501
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Ml 15 17 4 LU T 45 B, 403 P T4 BLPR
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(1)3# 2 X} CRF #F47 el i, $2 H L-CRF, Xf I
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(2) 3 4 i F§ BLSTM-L-CRF #5555 %5 A [5] 3 }
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(45 o FH AN T A5 280 5% 509 WL DR %50 40 42 0 A 7 i 44 5
RPN TAE, & B SCHE T 42 ) BLSTM-L-CRF £
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