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摘    要    高精度定位与导航技术是实现无人机自主飞行的核心要素之一，当在卫星拒止条件下，卫星导航无法进行准确定位

时，景象匹配视觉导航技术因其设备结构的简洁性和被动式定位的高精度而备受关注，当它与惯性系统结合时，能够构建出

一个高度自主且精确的导航系统. 在景象匹配系统中，最为关键的步骤是将实时拍摄到的图像与预先装载的基准图进行精确

配准. 然而，这一过程面临着无人机高速飞行和基准图多源性的双重挑战，这要求图像配准在确保精度的同时，还必须具备快

速响应和强鲁棒性. 为了克服这些难题，本文提出了一种名为 Dimensionality reduction second-order oriented gradient histogram

（DSOG）的描述子，该描述子通过描述图像定向梯度信息的像素特征，有效地实现了图像特征的提取. DSOG描述子采用区域

特征的特征提取策略，实现对不同传感器采集到的图像数据进行精准匹配，满足飞行器在全天候的条件下实现高精度导航的

需求. 在此基础上，还设计了一种优化后的相似度度量匹配模板，该模板在频域上对传统的基于快速傅里叶变换的特征表示

快速相似度度量算法进行了优化，减少了匹配过程中的冗余计算. 本文提出的匹配框架经过对不同类型多模态图像的广泛评

估，实验数据包括可见光-可见光、可见光-合成孔径雷达、可见光-高光谱等异源图像对，同时，将提出的算法于目前主流的图

像配准算法进行了对比，结果显示，与当前主流方法相比，在保持匹配精度的前提下，显著提升了计算效率，同时相比于深度

学习算法，本文提出的算法无需经过大量的数据训练即可得到实际使用所需的泛化性. 具体来说，本文提出的算法在多模态

图像的平均匹配时间仅为 1.015 s，不仅满足了无人机景象匹配导航对实时性和鲁棒性的要求，而且为无人机的广泛应用提供

了强有力的技术支持.
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ABSTRACT    High-precision  positioning  and  navigation  technology  are  crucial  for  the  autonomous  operation  of  unmanned  aerial

vehicles (UAVs), enabling them to determine their location and navigate to predetermined destinations without human intervention. In

scenarios where satellite navigation is unavailable, image matching–based visual navigation technology becomes essential owing to its

simple device structure and high accuracy in passive positioning. When combined with inertial systems, this technology creates a highly

autonomous  and  precise  navigation  system.  Compared  with  traditional  simultaneous  localization  and  mapping  for  visual  navigation,

which requires extensive computation for continuous point cloud mapping, scene matching ensures real-time performance without such 
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demands. At the core of the image-matching system is the registration of real-time captured images with preloaded reference images, a

task complicated by the high-speed flight of UAVs and diverse image sources. This necessitates a rapid and robust registration process

while  maintaining  high  precision.  To  tackle  these  challenges  head-on,  we  developed  a  novel  descriptor  known  as  dimensionality

reduction second-order oriented gradient histogram (DSOG), which is characterized by its high precision and robustness, making it ideal

for image matching. It  effectively extracts image features by delineating pixel characteristics of oriented gradients and uses a regional

feature extraction strategy.  This is  advantageous over point  and line features,  especially when handling nonlinear intensity differences

among  heterogeneous  images  during  matching,  enabling  precise  matching  of  image  data  collected  by  different  sensors  and  satisfying

high-precision  navigation  needs  under  all-weather  conditions  for  aerial  vehicles.  Building  upon  this  descriptor,  we  have  crafted  an

optimized similarity measurement matching template.  This enhances the traditional  fast  similarity measurement algorithm, which uses

fast  Fourier  transform  in  the  frequency  domain,  thereby  reducing  computational  redundancy  inherent  in  the  matching  process.  Our

framework  has  been  rigorously  evaluated  across  diverse  multimodal  image  pairs,  including  optical–optical,  optical–SAR,  and

optical–hyperspectral  datasets.  Our  algorithm  has  been  compared  with  current  state-of-the-art  image  registration  methods,  including

traditional  feature–based  approaches  such  as  DSOG,  histogram  of  oriented  phase  congruency  (HOPC),  and  radiation-variation

insensitive feature transform (RIFT), as well as deep learning–based techniques such as Loftr and Superpoint. The results demonstrate

that our method considerably improves computational efficiency while maintaining matching precision. Moreover, unlike deep learning

algorithms that  require  extensive data  training for  generalization,  our  algorithm achieves the necessary level  of  generalization without

such extensive training. In particular, our algorithm achieves an average matching time of only 1.015 s for multimodal images, meeting

real-time performance and robustness requirements for UAV scene–matching navigation. Our study not only offers innovative solutions

for  enhancing  the  precision  and  reliability  of  UAV navigation  systems  but  also  carries  substantial  practical  significance.  It  has  broad

application  potential  in  military,  civil,  and  commercial  sectors,  thereby  shaping  the  future  of  autonomous  navigation  in  the  aerospace

industry.

KEY WORDS    satellite denial；scene matching navigation；image registration；UAV；image region features

景象匹配技术始于巡航导弹末制导，后来渐

渐发展成为一种视觉导航技术 . 景象匹配导航的

优势在于设备结构简单，定位精度高 [1]，采用图像

传感器获取飞行或目标区域附近的区域图像与装

载的基准图像进行匹配，获取飞行器的位置数据[2].
景象匹配导航可以作为一种辅助导航方法，与惯

导可以组合成为高自主高精度导航系统[3]，实现飞

行器在卫星拒止条件下的导航定位问题. 

1    概述

目前主流的视觉导航技术如即时定位于地图

构建（SLAM）高度依赖于点云连续性计算 [4]，计算

量较大，无法满足飞行器高度飞行时导航实时性

的需求，而景象匹配采用一帧一帧的图像匹配方

式，计算量较低 . 景象匹配的核心在于图像配准，

即将图像传感器采集到的图像与预先装载的基准

图进行匹配，寻找当前位置在基准图上的对应位

置[5]. 图 1显示了无人机景象匹配导航的过程[6]，无

人机在飞行中实时拍摄地面图像，与预先装载的

基准图进行匹配，得到目前所在的坐标信息.
目前的景象匹配算法主要为基于特征的匹配

方法，其过程是先从匹配图像中提取特征，用相应

的相似性度量与相关约束条件确定测得图像在

基准图的位置[7]. 特征匹配算法的关键步骤主要包

括图像特征提取和特征匹配 . 基于特征的匹配方

法大体可以分为基于点、线、区域等特征的匹配

方法[8].
点特征匹配方法是先提取图像的角点、边缘

点、交叉点或分支点等特征，然后进行特征匹配[9].
点特征匹配法对于同源图像的配准有着较高的精

度与鲁棒性，但是对于异源图像的配准，如合成孔

径雷达（SAR）与可见光图像，由于图像之间的非

线性强度差异，图像的配准精度与鲁棒性难以得

 

Latitude

H
ei

gh
t

Lon
git

ud
e

图 1    无人机景象匹配导航

Fig.1    UAV scene matching navigation
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到保证[10].
线特征匹配法是采用基本直线、目标轮廓线、

道路及路网结构作为特征，然后采用链码匹配、正

则化小波描述子、小波描述矩、特征一致性以及

傅里叶描述子等技术进行匹配 [11]. 在景象匹配的

运用场景中，线特征匹配在面对纹理特征明显的

区域时有较高的匹配性能，如山川、道路、河流

等，但是线特征匹配与点特征匹配有类似的问题，

即无法对异源图像进行配准[12].
基于区域特征的匹配方法是提取具有显著特

征的封闭轮廓区域，然后采用各种相似性度量函

数建立区域特征的对应关系 [13]. 基于区域特征的

匹配算法对于图像之间的非线性强度变化有着较

强的鲁棒性，能够实现高精度匹配. 但是传统的区

域匹配算法复杂度比较高，计算量较大，因此需要

较长的时间计算，在景象匹配导航的应用场景下

无法保证匹配的实时性[14].
本文基于图像梯度信息，提出了一种新的区

域特征匹配算法，通过设计三维特征描述子对图

像进行特征提取，并通过傅里叶变换对图像的匹

配进行加速 . 通过以上的方法提高了匹配的精度

与速度，同时保证了鲁棒性，具体贡献包括以下两点：

(1) 设计了一种名为多维二阶梯度直方图（DSOG）

的特征描述子，该描述子在多模态图像中的特征

描述具有很高的精度，同时对于图像配准过程中

遇到的复杂问题有很强的鲁棒性.
(2) 根据 DSOG描述子的多通道特性设计了一

种基于图像频域特征的高精度快速和鲁棒的匹配

框架 . 该框架通过使用 FFT技术在频域中加速图

像匹配来评估图像之间的相似性，从而提高了图

像匹配的效率，且不影响匹配的精度.
本文分为四个部分. 在第 2节中提出了所提出

的快速且鲁棒的高精度模板匹配框架. 然后，在第

3节中评估其匹配性能 . 最后，在第 4节总结了本

文的研究结果和意义. 

2    图像匹配方法

在过去的研究中，通过基于特征的方法检测

图像的显著特征，并基于相似度进行匹配. 特征可

以看作是整个图像的简单表示，对几何和辐射变

化具有鲁棒性，可以分为角点特征、线特征和区域

特征 . 目前最主要的点特征方法有 SIFT，SURF，
ORB[15] 等，这些特征是从图像中识别出具有独特

性和可重复性的点 [16]. 主要的线特征方法有 Canny
边缘检测，LSD线段检测等，这些特征是从图像中

识别出直线、曲线等线特征. 这些线特征可以用于

场景解析、形状识别、道路检测等任务 [17]. 主要的

区域特征方法有 HOG，HOPC，RFT等[14]，这些特征

从图像中识别出具有代表性的区域，实现图像特

征间的匹配 . 在异源图像匹配（如可见光–SAR，可
见光–红外等）时，由于匹配图像间的非线性强度

差异 [17]，点特征与线特征无法发挥良好的匹配效

果，而区域特征由于其统计图像局部区域像素强

度变化的整体趋势这一特点，可以用来实现异源

图像匹配[18]. 图 2展示了异源图像的示例.
  

图 2    异源图像（可见光–SAR）
Fig.2    Heterogeneous images (optical–SAR)

 

图 3为 DSOG匹配算法流程.
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图 3    匹配算法流程

Fig.3    Matching algorithm flow
  

2.1    提取描述子

DSOG算法首先提取图像的 Harris角点特征，

并对提取出的角点做极大值抑制，以此来选择出

特征性最强的一组点，作为提取各个局部区域特
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征的中心.

E(u,v) =
∑
r,c

w(r,c)[I(r+u,v+ c)− I(r,c)]2 （1）

E(u,v) (u,v) w(r,c)

r,c w(r,c)

I(r,c) (r,c) I(r+u,

v+ c) (r+u,v+ c)

式中， 为能量函数， 是 的偏移量，

体现窗口移动, 为窗口函数坐标， 为窗口函

数， 为图像像素坐标位置 灰度值，

是像素坐标位置 的图像灰度值.
随后以提取出的 Harris角点坐标为局部区域

中心提取图像区域特征 DSOG.

imgSen imgRef
imgRef

在提取 DSOG描述子时，需对输入的待配准

的实时图像 与基准图像 分别提取描

述子，两者提取的方法一致 . 以 为例，异源

图像间虽然存在非线性强度差异，但是相同图像

整体在不同模态下强度的变化趋势相似，由于图

像的梯度信息能反应图像像素强度在局部区域内

的整体变化的一阶导数，可以避免直接计算像素

强度时异源图像的非线性强度差异引起的误匹配[19].
首先计算图像的梯度：

gx = I(x,y+1)− I(x,y−1)
gy = I(x+1,y)− I(x−1,y) （2）

(x,y) gx

gy gx gy

其中， 为表示行列坐标， 表示 x 方向梯度，

表示 y 方向梯度 . 根据计算出的 与 ，求出梯

度的幅度：

d(x,y) =
√

g2
x +g2

y （3）

同时，计算出梯度的方向：

θ(x,y) = arctan
gx

gy+0.000000001
（4）

由于角度的存在负值，因此对结果进行映射

压缩，梯度角度范围由 360°变为 180°

θ′(x,y) =
θ(x,y), θ ⩾ 0
θ(x,y)+180◦, θ < 0

（5）

θ′(x,y)

(0◦，180◦]

(0◦，180◦] ϕ(x,y) ∈ [1.5,5.5]

其中， 表示经过映射压缩的梯度角度值，为

了对梯度的信息进行充分利用，对 的范

围建立离散通道，可以将方向值分为 4个子通道，

对 映射到 的空间中：

ϕ(x,y) =
θ′(x,y)+90◦/4

180◦/4
+1 = 1.5+

θ′(x,y) ·4
180◦

（6）

ϕ(x,y)由  可以对梯度幅度在 4个离散通道内作

加权. 得到只含梯度角度信息的中间态描述子 DS ：

DS(x,y,z) =


1− (ϕ(x,y)− [ϕ(x,y)]), z = [ϕ(x,y)]
ϕ(x,y)− [ϕ(x,y)], z = [ϕ(x,y)]+1
0, 其他

（7）

DS描述子作为梯度幅度值的权重依据，从而

可以充分的利用图像梯度幅值信息. 由 DS与梯度

幅度相乘可以得到 DSOG描述子：

DSOG(x,y,z) = DS(x,y,z) ·d(x,y) （8）
 

2.2    图像匹配模板

在区域匹配的过程中，传统的匹配采用滑动

窗口法在图像空间域内进行匹配，公式如下：

S (i, j) =
∑
x,y

[D1(x,y)−D2(x− i,y− j)]2T (x,y) （9）

D1(x,y) D2(x,y) T (x,y)式中， , 为计算出的图像特征值，

为匹配窗口，这样的方法需要遍历整个图片的每

一个区域，在飞行器运行过程中，由于匹配时间过

长，无法满足飞行器导航定位的实时性要求.
对这种匹配方法进行了优化，已知式（9）中：D1(r,c) = DSOG_Ref(r− s,r+ s,c− s,c+ s)

D2(r,c) = DSOG_Sen(r− s,r+ s,c− s,c+ s)
（10）

(i, j)

S (i, j) (x,y) D2

(i, j) T (x,y)

在式（9）中， 为二维平移量，反映特征控制

点间的像素坐标差 ， 表示在 处 平移

后二者的相似度， 为匹配窗口，s 为截取

区域特征的半径，对在窗口外的部分取 0，窗口内

取 1，配准的结果为：

(i, j)∗ = argmin
i, j

∑
x,y

[D1(x,y)−D2(x− i,y− j)]2T (x,y)


（11）

D1(x,y)

D2(x,y)

(i, j)∗

上式表明，对于两张配准的描述子 与

，使用 SSD方法，通过滑动窗口相减，找到

最小的相似度，其对应的 为配准结果. 对图像

的特征做傅里叶变换，再进行卷积计算，可以避免

遍历约束区域中的点.

S (i, j) =
∑
r,c

D2
1(r,c)T (r,c)−2×∑

r,c

D1(r,c)D2(r− i,c− j)T (r,c)+∑
r,c

D2
2(r− i,c− j)T (r,c) （12）

因此最终的配准结果为

(i, j)∗ = argmax F−1(F∗(D2)F(D1))(i, j) （13）

F F∗

F−1 (i, j)∗ D2

D1

M2N2

(M+N) log(M+N)

其中， 表示傅里叶变换， 表示傅里叶变换取共

轭， 表示傅里叶逆变换，最终得到的 是

相对与 的平移关系，即配准的结果，对于一对分

辨率为（M, N）的图像，基于频域的匹配方法的计

算复杂度相比于传统的 SSD匹配方法从 降

低为 . 

3    实验结果

为了验证 DSOG在图像由线性强度差异或非
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线性强度差异时在图像匹配过程中具有的性能，

我们采用了 3组匹配实例来进行说明，这些实例

由多组图像对组成，包括可见光–SAR，可见光–可
见光，可见光–高光谱 . 这些图像采集于不同时间，

由不同的地理区域组成，如城市，河流，村庄，农

田，海洋等，这些图像来自于谷歌遥感地图数据库.
实验使用的计算平台为计算机（Core i7-7700HQ，

2.8GHz）仿真平台为 matlab2021b. 

3.1    评价标准

正确匹配比（Correct matching ratio，CMR）、均

方根误差（Root mean square error，RMSE）和平均运

行时间（Average running time，t）是用来表示匹配性

能的三个标准 . 正确匹配比描述了匹配的成功率，

即用正确的匹配次数除以得到的所有匹配数来计

算匹配的成功率. 我们使用 Harris角点经过非极大

值抑制后得到的最多 100个角点作为匹配的检查

点，将定位误差小于 1.5个像素的匹配视为正确匹

配[19]. 均方根误差表示正确匹配的匹配精度.
RMSE越小则说明匹配点与基准图的参考点

的离散程度越低，从而证明匹配的整体精度较高，

因此 RMSE越小则说明匹配算法的性能更为优越.
平均运行时间则反应匹配的计算效率，景象匹配

导航定位所需的时间就少，与惯导数据结合的实

时性就越强，从而在定位的精度就越高. CMR反映

匹配成功率，CMR越高则匹配效果越好 . 同时，考

虑到在使用滑动窗口进行匹配时，不同的模板大

小对相似度度量所需要的计算量不同，从而对匹

配时间产生影响，因此采用不同大小的模板窗口

来对匹配时间进行检验. 

3.2    异源图像匹配实验结果

图 4显示在所有的测试图像上，可以看出本文

提出的 DSOG描述子在使用相似度度量进行匹配
 

(a)

(b)

(c)

图 4    实验结果. (a) 可见光–可见光图像匹配效果; (b) 可见光–高光谱匹配效果; (c)可见光–SAR雷达匹配效果

Fig.4      Experimental  results:  (a)  matching effect  of  optical–optical  images;  (b)  matching effect  of  optical–hyperspectral  images;  (c)  matching effect  of
optical–SAR radar images
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后，在对可见光–高光谱图像进行匹配时，我们在

图像人为添加了较大的平移误差，在基准图中提

取出来的特征参考点都在实时图中获得了对应的

匹配点，图像匹配的效果较好 . 在对可见光–SAR
图像进行匹配时，我们使用了不同时间拍摄的基

准图与实时图，同时在 SAR图像中加入了一定的

噪声误差，可以看出在基准图中提取出的特征点

在实时图中都获得了正确的匹配点，匹配结果良

好 . 可以看出在基准图中提取出的参考点都在实

时图中获得了良好的匹配效果 . 在实际无人机景

象匹配导航过程中，上述的实验结果说明，我们提

出的图像匹配算法在各种情况下都获得了相当好

的匹配效果，尤其是在使用无人机实时拍摄的具

有多种误差的图像进行配准时，仍然具有着良好

的匹配性能，这证明了提出的匹配框架对于多模

态匹配是有效的，且具有处理无人机景象匹配导

航时使用多种不同传感器的能力 . 同时通过上述

结果，可以证明在基准图与实时图存在如光照强

度差异、拍摄时间差异、图像局部特征改变等因

素时，仍然具有很强的匹配鲁棒性. 这些特性对于

无人机在卫星拒止情况下实现景象匹配视觉导航

是至关重要的.
表 1显示了正确匹配的均方根误差，表 2显示

了匹配的正确率. 可以看出基于点特征的 RIFT算

法由于使用点特征进行匹配，因此在同源图像匹

配时可以保证较高的精度，但在异源图像匹配时，

由于图像之间存在非线性强度差异，因此无法保

持高精度匹配效果，基于区域特征的 DSOG算法

与 HOPC算法在面对异源图像匹配时，由于都采

用区域特征进行匹配，特征描述子描述了区域内

的特征变化情况，因此在图像间存在非线性强度

差异时，仍然具有较高的匹配精度. 同时，我们引入

了基于卷积网络的 Superpoint[20] 算法与基于 trans-
former[21] 的 Loftr[22] 算法，由于数据资源于算力资

源有限，我们采用了 Superpoint与 Loftr算法的开

源训练权重进行推理实现对比实验，上述两种算

法与训练模型使用数据集为 moscoco[23]，大小约

300 G，训练平台为 16块 A100[20, 22]，实验结果证明，

我们提出的算法与使用了大量数据与算力资源得

到的深度学习模型 [24−25] 在多模态图像下的匹配精

度上无明显差异，具有更强的普适性.
表 3显示了匹配所需时间，基于图像区域信息

的 HOPC算法由于在提取图像特征时，需要先遍

历图像的相位信息，然后再进行匹配 [26−27]，因此匹

配耗费时间很高，基于点特征的图像 RIFT算法由

于匹配过程中使用图像空间域信息进行匹配，匹

配时间较长 [28]，而我们使用的 DSOG算法在匹配

时，将提取出的特征描述子做快速傅里叶变换，采

用频域卷积运算 [29] 的方式进行匹配，避免了遍历

图像的过程，因此匹配时间较短，匹配能达到景象

匹配导航的实时性需求 . 考虑到在实际应用场景

下无人机边缘计算端可能无法支持神经网络推理

所需的算子 [30]，导致算法只能在 cpu上进行推理，

因此我们分别测试了 Superpoint与 Loftr算法 [20,22]

在 cpu上运行的速度 . 结果表明，在纯 cpu的条件

下，我们提出的DSOG算法计算效率较高，平均匹配

时间为 1.015 s，可以达到匹配所需的实时性要求. 

3.3    景象匹配导航实验结果

为了评价本文提出的景象匹配算法在无人机

导航中的性能，我们在长沙市周边进行了定位实

 

表 1    RMSE对比结果

Table 1    RMSE comparison results

Algorithm
RMSE

Optical–Optical Optical–SAR Optical–Hyperspectral

DSOG 0.132 1.906 0.989

HOPC 0.140 2.590 1.461

RIFT 0.115 36.561 8.834

Superpoint 0.037 0.256 0.367

Loftr 0.021 0.167 0.368

 

表 2    CMR对比结果

Table 2    CMR comparison results

Algorithm
CMR/%

Optical–Optical Optical–SAR Optical–Hyperspectral

DSOG 97.6 91.6 96.1

HOPC 98.1 89.7 95.3

RIFT 99.2 23.1 16.1

Superpoint 98.2 96.5 97.9

Loftr 98.8 95.9 99.1

 

表 3    平均运行时间对比结果

Table 3    Average runtime comparison results

Algorithm
Average runtime/s

Optical–Optical Optical–SAR Optical–Hyperspectral

DSOG 0.961 1.056 1.029

HOPC 28.057 88.332 87.58

RIFT 11.447 11.731 12.867

Superpoint 2.01 2.03 1.98

Loftr 4.89 4.93 4.91
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验，实验采用的飞行平台为 DJI Phantom 4 RTK，使

用的运算处理器为 RK3588. 同时实验使用了空间

分辨率为每像素 2.4 m的卫星影像，包含了道路，农

田，建筑等信息，卫星基准图拍摄时间为 2021年

6月，进行飞行实验采集实时图的时间为 2023年

6月. 由于卫星图拍摄时间与实验采集实时图拍摄

时间间隔约两年，因此基准图与实时图存在光照

强度、时间以及地面特征的差异 . 在飞行试验中，

我们将相机固定在无人机底部，保证相机视角为

正下视，使用的相机视场角为 37°，无人机稳定运

行在 500 m高度下，高度由气压高度计确定，通过

实时读取无人机装载的惯性导航原件测量实时飞

行姿态信息，并使用该信息对实时图像进行修正

并存储 [14]. 无人机搭载的惯导的零偏稳定性为

0.01°·h−1，加速度计零偏稳定性为 50 μg. 图 5为无

人机飞行轨迹.
 
 

图 5    无人机飞行轨迹

Fig.5    UAV flight path
 

图 6详细展示了采用 DSOG算法对无人机采

集的实时图像与基准图进行仿真分析的景象匹配

导航过程及其位置误差. 在本研究中，我们以匹配

成功的图像中心点坐标作为位置输出结果，以此

来评估 DSOG算法在实际应用中的定位性能 . 通
过对比分析，我们发现，在地面仿真实验中，该算

法的北向误差最大达到了 4.36 m，而东向误差的最

大值为 3.98 m. 北向误差平均值为 1.13 m，东向误

差的平均值为 0.96 m.
这一实验结果充分证明了本文的 DSOG匹配

算法在无人机飞行环境中的优越性能 . 在复杂的

实际应用场景中，该算法能够有效应对各种挑战，

为无人机提供高精度的定位信息 . 通过对实时图

与基准图的精确匹配，DSOG算法在很大程度上降

低了无人机在导航过程中的位置误差，确保了无

人机的安全飞行和任务执行的准确性.

此外，实验数据还显示出 DSOG算法在应对

不同地形、光照条件及遮挡情况下的稳定性和可

靠性 . 在实时图像与基准图像之间存在时间差异、

光照差异、季节差异等条件下，仍然能保证匹配的

精度，实现在卫星拒止条件下的自主导航. 

4    结论

在本文中，我们针对无人机在卫星拒止条件

下实现精确定位的难题，提出了一种基于图像区

域特征的快速和鲁棒的多模态图像匹配方法 . 该
方法通过设计三维的图像区域特征描述子，并在

频域中对图像特征进行描述，构建相似度度量，有

效解决了图像配准中的非线性强度差异和季节性

差异问题. 与传统方法相比，我们的 DSOG算法在

FFT匹配过程中省去了对整张图像的遍历，提高

了计算效率，同时保证了匹配精度. 通过飞行实验

验证，基于 DSOG算法的视觉景象匹配导航系统

在卫星拒止条件下，无人机定位误差小于 4.5 m，满

足了定位需求. 已完成的工作表明，本文方法在处

理多模态异源图像匹配方面具有显著优势 . 未来，

我们将继续优化算法，提高匹配速度和精度，以适

应更复杂的环境和更多类型的传感器，减少算法

在图像预处理时对惯导测量飞行器姿态精度的依

赖，将算法在边缘端落地，实现无人机自主导航.
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